A new reactor concept for two-step partial redox cycles is presented and evaluated by transient simulation that considers heat and mass transfer along with reaction kinetics. The major difference between the reactor described herein and previous designs is that the conversion from solar to chemical energy is divided into two steps: sunlight-to-thermal energy conversion accomplished with a liquid metal based receiver, and the thermal-to-chemical conversion accomplished with a separately optimized array of reaction chambers. To connect these two conversion steps, liquid metal is used as a high temperature heat transfer fluid that feeds the solar energy captured in the receiver to the reactor. The liquid metal also facilitates efficient heat recuperation (~80%) between the reaction chambers. The overall thermal-to-chemical efficiency from the thermal energy in the liquid metal to the chemical energy in the hydrogen fuel is estimated to be 19.8% when ceria is employed as the reactive oxygen storage material. This estimated efficiency is an order of magnitude higher than previous designs and the reactor concept discussed herein identifies important insights that apply to solar–fuel conversion in general.
Two-step partial redox cycles using metal oxides undergo the following two reactions to make a fuel, such as hydrogen from water, which is the primary example discussed herein:

**Step 1: Reduction Reaction**

\[ \text{M}_x\text{O}_y \rightarrow \text{T} \]

**Step 2: Oxidation Reaction**

\[ \delta \text{H}_2\text{O}(g) + \text{M}_x\text{O}_y -\delta \rightarrow \text{T} \]

In these reactions, the solid phase metal oxide serves as an oxygen storage material (OSM), signified by \( \text{M}_x\text{O}_y \). The OSM is heated to a high temperature \( T_H \) (e.g. 1200–1500 °C) and is subjected to a low oxygen pressure (\( P_{O_2} \)) environment where it endothermically releases oxygen from its lattice. The heat required to break the chemical bonds is supplied by the high temperature solar process heat and the oxygen release is driven by the entropy increase experienced by the \( O_2 \) molecules upon liberation. After step 1 the OSM is in a reduced state \( \text{M}_x\text{O}_y -\delta \) and is then cooled to a lower temperature \( T_L \) (e.g. 500–800 °C), such that the thermodynamic driving force is reversed and the OSM consumes the oxygen in \( \text{H}_2\text{O} \) to refill its oxygen vacancies. This second reaction liberates hydrogen thereby producing fuel, while the OSM can be reheated and cycled through these two reaction steps without being consumed.

From a fundamental perspective, using sunlight as a source of thermal energy provides advantages over photocatalytic approaches, because the entire solar spectrum is utilized, as opposed to only using the high energy portion of the spectrum which is capable of splitting chemical bonds directly. Techno-economic analyses by Stechel et al. have shown that the thermochemical approach to solar fuels can be economically viable, if the solar to fuel efficiency of a system exceeds 20% (Kim et al., 2012, 2011; Siegel et al., 2013). The overall efficiency of a solar thermochemical reactor is constrained by a steady state balance between the power

**Nomenclature**

<table>
<thead>
<tr>
<th>Abbreviations</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>HTF</td>
<td>heat transfer fluid</td>
</tr>
<tr>
<td>LM</td>
<td>liquid metal</td>
</tr>
<tr>
<td>LMHTF</td>
<td>liquid metal heat transfer fluid</td>
</tr>
<tr>
<td>OSM</td>
<td>oxygen storage material</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_{\text{rec}} )</td>
<td>surface area of the receiver</td>
</tr>
<tr>
<td>( A_{\text{reactor}} )</td>
<td>surface area associated with the reactor</td>
</tr>
<tr>
<td>( b_{\text{insulation}} )</td>
<td>thickness of insulation</td>
</tr>
<tr>
<td>( C_p )</td>
<td>heat capacity</td>
</tr>
<tr>
<td>( d_{32} )</td>
<td>OSM pore scale particle size</td>
</tr>
<tr>
<td>( F )</td>
<td>dimensionless energy factors</td>
</tr>
<tr>
<td>( h_{\text{insulation}} )</td>
<td>heat transfer coefficient of Insulation</td>
</tr>
<tr>
<td>( H_{\text{chamber}} )</td>
<td>height of chambers</td>
</tr>
<tr>
<td>( \text{HHV}_n )</td>
<td>higher heating value of ( \text{H}_2 )</td>
</tr>
<tr>
<td>( L_{\text{chamber}} )</td>
<td>length of chambers</td>
</tr>
<tr>
<td>( m_{\text{OSM}} )</td>
<td>effective mass of the OSM</td>
</tr>
<tr>
<td>( M_{\text{OSM}} )</td>
<td>molar mass of the OSM</td>
</tr>
<tr>
<td>( n_{\text{pipe}} )</td>
<td>number of pipes inside of one chamber</td>
</tr>
<tr>
<td>( n_{\text{H}_2} )</td>
<td>total hydrogen production in a stage by a chamber</td>
</tr>
<tr>
<td>( n_{\text{O}_2} )</td>
<td>total oxygen production in a stage by a chamber</td>
</tr>
<tr>
<td>( P_{O_2} )</td>
<td>partial pressure of oxygen</td>
</tr>
<tr>
<td>( P_{\text{reactor}} )</td>
<td>reactor power</td>
</tr>
<tr>
<td>( Q )</td>
<td>heat input</td>
</tr>
<tr>
<td>( q )</td>
<td>heat flux</td>
</tr>
<tr>
<td>( R_{\text{LM}} )</td>
<td>inner radius of pipe</td>
</tr>
<tr>
<td>( R_{\text{Sup}} )</td>
<td>outer radius of pipe</td>
</tr>
<tr>
<td>( R_{\text{OSM}} )</td>
<td>outer radius including OMS</td>
</tr>
<tr>
<td>( R_{\text{fs}} )</td>
<td>radius of bulk gas layer</td>
</tr>
<tr>
<td>( t_{\text{pumping}} )</td>
<td>pumping time in reduction step</td>
</tr>
<tr>
<td>( t_{\text{purging}} )</td>
<td>purging time in reduction step</td>
</tr>
<tr>
<td>( t_{\text{preheat}} )</td>
<td>time to preheat the chambers</td>
</tr>
<tr>
<td>( T )</td>
<td>temperature profile</td>
</tr>
<tr>
<td>( T_{H} )</td>
<td>reduction step temperature</td>
</tr>
<tr>
<td>( T_{H-} )</td>
<td>initial chamber temperature of reduction step</td>
</tr>
<tr>
<td>( T_{L} )</td>
<td>oxidation step temperature</td>
</tr>
<tr>
<td>( T_{L+} )</td>
<td>initial chamber temperature of oxidation step</td>
</tr>
<tr>
<td>( u_{\text{LM}} )</td>
<td>velocity of LM</td>
</tr>
<tr>
<td>( u_{\text{gas, inlet}} )</td>
<td>inlet velocity of purging gas</td>
</tr>
<tr>
<td>( W_{\text{chamber}} )</td>
<td>width of chamber</td>
</tr>
<tr>
<td>( \Delta t )</td>
<td>cycle time</td>
</tr>
<tr>
<td>( \Delta \delta )</td>
<td>average change in off-stoichiometry</td>
</tr>
<tr>
<td>( \delta )</td>
<td>nonstoichiometry</td>
</tr>
<tr>
<td>( \delta_{\text{OSM}} )</td>
<td>average nonstoichiometry reached in OSM</td>
</tr>
<tr>
<td>( \rho )</td>
<td>density</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>thermal conductivity</td>
</tr>
<tr>
<td>( \varepsilon )</td>
<td>porosity of OSM</td>
</tr>
<tr>
<td>( \eta_{\text{S}} )</td>
<td>sensible heat recuperation efficiency</td>
</tr>
<tr>
<td>( \tau )</td>
<td>tortuosity of OSM</td>
</tr>
<tr>
<td>( \eta_{\text{gas}} )</td>
<td>gas-gas heat exchanger efficiency</td>
</tr>
<tr>
<td>( \eta_{\text{thermal-chemical}} )</td>
<td>thermal to chemical efficiency</td>
</tr>
<tr>
<td>( \eta_{\text{solar-thermal}} )</td>
<td>solar to thermal efficiency</td>
</tr>
<tr>
<td>( \eta_{\text{solar-chemical}} )</td>
<td>solar to chemical efficiency</td>
</tr>
</tbody>
</table>
density of the fuel output and solar energy input. The energy conversion process from sunlight to chemical energy can be divided into two distinct conversions, namely (1) solar to thermal energy conversion, and (2) thermal to chemical energy conversion. To reach the high temperatures required for the reduction step, concentrated solar radiation is usually trapped in a cavity after entering through a small aperture to minimize reradiation losses. The walls and any structures contained inside the cavity serve as the solar receiver, which absorbs the sunlight and converts it to thermal energy. The thermal energy is then converted to chemical energy in the form of fuel (i.e., via a partial redox cycle) in what we will refer to in the subsequent analysis as the reactor.

Using thermodynamic models that do not necessarily consider kinetics or the details of the reactor, several authors have shown that high solar to chemical efficiency (>20%) can be achieved (Diver et al., 2008; Ermanoski et al., 2013; Lange et al., 2014; Lapp et al., 2012; Siegel et al., 2013). However, current reactors have efficiencies on the order of 1% (Chueh et al., 2010; Miller et al., 2012), and improvements have led to peak efficiencies up to 4% (Furler et al., 2012). This large difference between the efficiencies calculated by models and the values measured in experiments is in part due to the fact that thermodynamic based modeling does not fully capture the transient and non-uniform evolution of temperature and oxygen pressure, which govern the rate of fuel production (Keene et al., 2013). Keene et al. (2013) showed that when the finite limitations on heat and mass transfer as well as chemical kinetics are accounted for in current reactors, the predicted efficiencies are low and the discrepancy with experiments is reconciled. Therefore, a transient model including the heat, mass transfer and reaction kinetics is necessary to correctly predict the efficiency (Keene et al., 2013). In the following we introduce an alternative perspective for designing solar fuels reactors and identify several important issues that can be overcome with a different design concept. We then introduce a new reactor concept that attempts to address these issues and uses a similar modeling procedure as Keene et al. (2013) to predict its performance. The model shows that significantly higher efficiencies may be possible with a different reactor design.

2. Power density mismatch

Here, we discuss an important issue that exists in many conventional reactor designs. In conventional designs, the OSM (e.g., ceria) simultaneously serves as receiver and reactor (see Fig. 1a). For the first conversion step from solar to thermal energy, the energy balance on the solar absorbing surfaces can be written as:

$$\dot{q}_{\text{sun}}A_{\text{rec}} = \dot{q}_{\text{heat}}A_{\text{rec}} + \dot{q}_{\text{loss}}A_{\text{rec}}$$  \hspace{1cm} (3)

where $\dot{q}_{\text{sun}}$, $\dot{q}_{\text{heat}}$, and $\dot{q}_{\text{loss}}$ are fluxes (kW/m²) of the incident solar radiation, thermal energy captured by the receiver, and the parasitic heat loss to the environment, respectively, and $A_{\text{rec}}$ is the surface area of the receiver. Here, it is important to emphasize that $A_{\text{rec}}$ is the macroscopic surface area and not the microscopic surface area that can be obtained from microscopic porosity in the receiver walls. Using these definitions, one can define a solar-to-thermal efficiency $\eta_{\text{solar-thermal}}$ as:

$$\eta_{\text{solar-thermal}} = \frac{\dot{q}_{\text{heat}}A_{\text{rec}}}{\dot{q}_{\text{sun}}A_{\text{rec}}} = \frac{\dot{q}_{\text{heat}}}{\dot{q}_{\text{sun}}}$$  \hspace{1cm} (4)

Similarly, the thermal to chemical efficiency $\eta_{\text{thermal-chemical}}$ can be described as

$$\eta_{\text{thermal-chemical}} = \frac{\dot{q}_{\text{OSM}}A_{\text{reactor}}}{\dot{q}_{\text{heat}}A_{\text{rec}}}$$  \hspace{1cm} (5)

where $\dot{q}_{\text{OSM}}$ is the cycle averaged flux of chemical energy (fuel) production, and $A_{\text{reactor}}$ is the projected surface area associated with the reactor. Here, it is again important to emphasize that $A_{\text{reactor}}$ is the macroscopic surface area of the reactor and not the microscopic surface area that can be obtained from microscopic porosity in the OSM itself, which is needed to facilitate the chemical reactions. With this definition, the chemical energy flux $\dot{q}_{\text{OSM}}$ can be expressed using the properties of the OSM as follows:

$$\dot{q}_{\text{OSM}} = \frac{n_{\text{H}_2}HHV_{\text{H}_2}}{A_{\text{reactor}}\Delta t} = \frac{\dot{m}_{\text{OSM}}\Delta \delta}{M_{\text{OSM}}} \frac{1}{\Delta t} \frac{HHV_{\text{H}_2}}{A_{\text{reactor}}}$$  \hspace{1cm} (6)

In Eq. (6), $n_{\text{H}_2}$ is the amount of hydrogen produced per cycle, $HHV_{\text{H}_2}$ is the higher heating value of hydrogen, $\Delta t$ is the cycle time. In the second expression in Eq. (6), $M_{\text{OSM}}$ is molar mass of the OSM; $\dot{m}_{\text{OSM}}$ is the effective mass of the OSM that produces fuel during the partial redox cycle, where $\Delta \delta$ represents the average change in off-stoichiometry and the product $\dot{m}_{\text{OSM}}\Delta \delta$ simply yields the total amount of oxygen produced during each cycle. Note that $\dot{m}_{\text{OSM}}$ is not necessarily the amount of OSM mass in the reactor, as it is possible that not all of the OSM mass is fully cycled through $\Delta \delta$. In this sense, $\dot{m}_{\text{OSM}}$ could be limited by the way heat is delivered (i.e., the penetration depth of incoming sunlight), or other transport limitations such as gas transport. By combining Eqs. (4) and (5), the solar-to-chemical efficiency can be expressed as:

$$\eta_{\text{solar-chemical}} = \eta_{\text{solar-thermal}}\eta_{\text{thermal-chemical}} = \frac{\dot{q}_{\text{OSM}}A_{\text{reactor}}}{\dot{q}_{\text{sun}}A_{\text{rec}}}$$  \hspace{1cm} (7)
As is conceptually illustrated in Fig. 1a, many reactor designs employ direct irradiation of the OSM with sunlight (Chueh et al., 2010; Diver et al., 2008; Furler et al., 2012; Miller et al., 2012), which is intuitive and straightforward. This approach ensures that the endothermic heat required for step 1 is supplied at a sufficiently high rate. However, this approach has an important consequence, which is that it fundamentally links the surface area available for light absorption to the surface area available for chemical reactions \(A_{\text{reactor}} = A_{\text{rec}}\) in Eq. (7)), and thus the overall efficiency is given by \(\eta_{\text{solar-chemical}} = \frac{\dot{q}_{\text{OSM}}}{\dot{q}_{\text{sun}}}\). To obtain a high efficiency, this constraint requires \(\dot{q}_{\text{OSM}}\) to be nearly equal to \(\dot{q}_{\text{sun}}\). These two fluxes, however, differ by more than an order of magnitude in previous studies (Chueh et al., 2010; Furler et al., 2012). Based on experimental work of Chueh et al. (2010), the average power associated with the fuel power flux production \(\dot{q}_{\text{OSM}}\) is only 1.8 kW/m², which is obtained from the second equality in Eq. (6) using the values in Table 1. On the other hand, \(\dot{q}_{\text{sun}} = \frac{p_{\text{sun}}}{A_{\text{rec}}}\) is as high as 230 kW/m², which is computed from the solar power \(p_{\text{sun}}\) of 1.9 kW for the receiver surface area of \(A_{\text{rec}} = 0.0082\) m². Therefore, even though a material such as ceria can be cycled many times with minimal degradation, the average power associated with the fuel power flux production \(\dot{q}_{\text{OSM}}\) is only on the order of 2 kW/m², while \(\dot{q}_{\text{sun}}\) is on the order of 100 kW/m². In concept, it may be possible to achieve much larger values for \(\dot{q}_{\text{OSM}}\), for example if full instead of partial redox cycles are used. However, for partial redox cycles, which have garnered interest because of the large number of repeated cycles that have been demonstrated with minimal degradation, the values for \(\dot{q}_{\text{OSM}}\) are not likely to increase by an order of magnitude or more, because they fundamentally require that one only cycle a fraction of the constituent oxygen in the lattice.

The difference of two orders of magnitude between the power input \(\dot{q}_{\text{sun}}\) and output \(\dot{q}_{\text{OSM}}\) is an important power density mismatch, and offers a very simple explanation for why the efficiency of conventional reactors are on the order of 1–2%. This is because the rate at which heat is fed into reactors greatly exceeds the rate at which fuel can be extracted. As a result, a steady state energy balance requires that the remaining heat be lost. Keene et al. (2013) have shown that reradiation losses dominate as the cavity continues to increase in temperature until a stagnation occurs where the majority of the heat is reradiated from the cavity.

Although there are several potential strategies to increase the efficiency \(\eta_{\text{solar-chemical}}\) for conventional designs, substantial technical challenges must be overcome. One intuitive solution to improve the efficiency is to increase \(\dot{q}_{\text{OSM}}\) either by improvement of the reactor design or material. Referring to Eq. (6), for the reactor design improvement, \(\dot{q}_{\text{OSM}}\) can be increased by increasing the effective mass of ceria in the reactor \(m_{\text{OSM}}\). However, for conventional designs, increasing the effective mass is fundamentally limited by how far the sunlight can penetrate into the OSM. This is determined by the solar flux distribution, the OSM optical properties and how fast oxygen can be removed from the reactor. One would not expect to gain an order of magnitude increase in such quantities and therefore we believe this pathway may not yield order of magnitude improvements.

For material improvements, increasing \(\Delta\delta\) can also increase \(\dot{q}_{\text{OSM}}\). However, for materials such as ceria, \(\Delta\delta\) is limited to values on the order of 0.01–0.1 for the temperatures and oxygen pressures accessible in previous experiments (Chueh et al., 2010; Furler et al., 2012; Miller et al., 2012). Thus, it is also unlikely that order of magnitude improvements can be realized by increasing \(\Delta\delta\). Finally, the cycle time \(\Delta t\) may be reduced to compensate for the two order of magnitude difference between \(\dot{q}_{\text{sun}}\) and \(\dot{q}_{\text{OSM}}\). However, order of magnitude shorter cycle times would require extremely fast heating and cooling rates, which may not be possible because of material limitations associated with thermal shock or system level heat transfer limitations. Therefore, it is difficult to envision a two order of magnitude increase in \(\dot{q}_{\text{OSM}}\) with current materials and reactor designs.

Another approach for increasing the efficiency \(\eta_{\text{solar-chemical}}\) could be to reduce \(\dot{q}_{\text{sun}}\). This can be realized by reducing the ratio of the aperture area to the OSM area. While this approach may be viable, it will likely require careful engineering to minimize heat leakage while maintaining the high temperatures required for the reactions. It may also be challenging to achieve fast cycle times, since the heat input at a given location will be much lower, leading to slower heating rates. To the best of our knowledge, such an approach has never been attempted. In practice, the opposite has been observed; experiments done by Furler et al. found that increasing \(\dot{q}_{\text{sun}}\), increased efficiency (Furler et al., 2012). The reason efficiency increased in their case was due to a higher value of \(\dot{q}_{\text{OSM}}\), as the higher \(\dot{q}_{\text{sun}}\) resulted in a higher reduction temperature which increased \(\Delta\delta\), and reduced the cycle time \(\Delta t\) more than the increased reradiation loss. This approach, however, ultimately corresponds to an increase in \(\Delta\delta\), and thus is expected to have similar limitations as was previously mentioned.

### Table 1

<table>
<thead>
<tr>
<th>Value</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\dot{q}_{\text{OSM}}) = 325 g</td>
<td>Total mass of ceria used (Chueh et al., 2010) (assumed to be equal to the effective mass)</td>
</tr>
<tr>
<td>(\Delta\delta) = 0.066</td>
<td>Nonstoichiometry (\Delta\delta) for equilibrium at (T_\text{H} = 1500) °C and (p_{O_2} = 10^{-3}) atm (Chueh and Haile, 2010)</td>
</tr>
<tr>
<td>(\Delta t) = 40 min</td>
<td>Cycle time, obtained from Fig. 3 in Chueh et al. (2010)</td>
</tr>
<tr>
<td>(d_{\text{inner}}) = 25.7 mm</td>
<td>Inner diameter of cylindrical OSM (Chueh et al., 2010)</td>
</tr>
<tr>
<td>(\Delta\delta_{\text{OSM}}) = 102 mm</td>
<td>Height of cylindrical OSM (Chueh et al., 2010)</td>
</tr>
<tr>
<td>(A_{\text{eff,OSM}}) = 0.0082 m²</td>
<td>Obtained assuming (A_{\text{eff,OSM}} = A_{\text{rec}} = \pi d_{\text{inner}} h_{\text{OSM}})</td>
</tr>
</tbody>
</table>
specifically for partial redox materials that can be repeatedly cycled without degradation.

3. A new reactor concept

Since \( q_{\text{OSM}} \) and \( q_{\text{sun}} \) are naturally disparate for current materials, here we consider a different approach, which decouples the two conversion processes such that \( A_{\text{reactor}} \) need not be equal to \( A_{\text{rec}} \). Such a reactor concept would allow \( A_{\text{reactor}} \) to be significantly greater than \( A_{\text{rec}} \). The trade-off, however, is likely to be an increase in capital cost for the now larger reactor, but it could potentially be viable if \( \eta_{\text{solar-chemical}} \) is drastically improved and the fuel generated is of sufficiently high value.

One approach to decoupling the receiver and reactor area is to use a moving/flowing media for sunlight absorption. For the region of the system that is illuminated by the concentrated sunlight, one cannot limit its radiative view factor back to the environment at the location of sunlight exposure, due to the requirement of detailed balance. One can decrease the aperture size to generally decrease the view factor back to the environment, but this increases the required concentration, which is both fundamentally limited and practically limited by issues such as the finite size of the sun (e.g., it is not a point source) and tracking accuracy. For the region of the system where concentrated sunlight absorption occurs, the input flux is usually so large that the time scale required to heat a medium to the target reduction temperature is short, by comparison to the time scale required to generate the fuel. Thus, it is advantageous to decouple these two time scales, by using a moving/flowing medium that passes through the region of high sunlight concentration and high view factor to the environment quickly. Then, once the medium has reached the target peak reduction temperature \( T_{\text{H}} \), the medium can be moved to another region of the system where its view factor to the environment is effectively zero (e.g., a location completely surrounded by thermal insulation), preventing it from losing the heat that was captured. Once in this enclosed portion of the system, the medium can be utilized to perform the thermal-to-chemical conversion in a way that may take advantage of a much larger surface area, which is likely to be needed for sufficiently fast reaction kinetics. As a result, the usage of a moving/flowing medium fundamentally allows one to separate the area of sunlight exposure for solar-to-thermal conversion from the larger area needed for thermal-to-chemical conversion.

This approach has been pursued previously, for example, by Koepf et al. (2012) and Ermanoski et al. (2013). In their work, the OSM moves/flows as particles (Ermanoski et al., 2013), which are only temporarily exposed to the incident light, whereby they are heated to the target temperature. Once heated, the particles flow into a portion of the system that has effectively zero view factor to the environment (e.g., fully enclosed containment) instead of remaining fixed in the region where sunlight is concentrated. This then allows the time required for heating to be completely decoupled from the time required for chemical reactions as these approaches can operate as batch processes. In these reactor concepts, the total surface area available for chemical reactions (\( A_{\text{reactor}} \)) is proportional to the surface area of all the particles being cycled and is decoupled from the surface area available for sunlight absorption (\( A_{\text{rec}} \)), which is proportional to the receiver aperture size.

Recognizing that decoupling the receiver and reactor surface is critical, here we examine another approach that realizes the same advantages as Koepf et al. (2012) and Ermanoski et al. (2013), but also facilitates improved recuperation. The new reactor concept introduced herein uses two separate devices, namely an optimized solar–thermal receiver and a separately optimized thermal-chemical reactor, that are connected through a high temperature heat transfer fluid (HTF). This concept is schematically illustrated in Fig. 1(b). In this way, the exposed surface area and materials needed for the solar–thermal conversion are decoupled from the thermal-chemical conversion. In such a design, we can increase \( A_{\text{reactor}} \) while keeping \( A_{\text{rec}} \) fixed, which allows us to dramatically increase solar to chemical efficiency. This decoupling can be accomplished with a solar receiver, which uses a liquid HTF to absorb sunlight at a high temperature. The HTF is then pumped to a thermochemical reactor to deliver the heat to a stationary OSM and produce fuel.

The reactor concept shown in Fig. 1(b) hinges on the usage of a high temperature HTF that is both liquid and chemically stable in the temperature range of interest or \([T_L, T_H]\). Molten salts (Hasuike et al., 2006; Lata et al., 2008; Xu and Wiesner, 2012), glasses (Deubener et al., 2009) and metals (Sharafat and Ghandi, 2000; Subasic, 1998) are among the only classes of fluids that remain in the liquid phase at temperatures of approximately 1000 °C or above. Among these choices, liquid metals have a number of advantages that could prove useful for the application of thermochemical reactors as follows (Wetzel et al., 2014): (1) metals such as Sn have low melting points (232 °C), high boiling points (2602 °C) and low viscosities, similar to water at temperatures slightly above their melting point. This is an advantage over molten glasses, which can become highly viscous and difficult to pump at lower temperatures; (2) metals such as Sn are thermodynamically stable in contact with a variety of ceramics, which can be used as containment materials with no corrosion. This is an advantage not necessarily shared by molten salts or glasses, which often contain a larger number of elements facilitating formation of unwanted corrosion products; (3) liquid metals have thermal conductivities that are approximately two orders of magnitude higher than non-electrically conductive liquids. This leads to much higher convective heat transfer coefficients and thereby reduces the pumping power required for high rates of heat transfer.

Given these potential advantages we have designed a new type of solar fuels reactor that uses liquid metal (LM) as a HTF and can therefore overcome not only the issues associated with the power density mismatch, but
can also facilitate highly efficient solid phase heat exchange, which has been identified as major source of inefficiency (Lapp et al., 2012; Nakamura, 1977; Steinfeld et al., 1999). Since it is chemically compatible with liquid Sn at all temperatures and is easily machinable, it is currently envisioned that the system will be primarily constructed out of graphite. To correctly predict the reactor efficiency, a transient model is built based on our design. As is shown later, our model suggests that our new design can exhibit thermal-to-chemical efficiencies \( \eta_{\text{thermal-chemical}} \) of approximately 20%. It is important to note that, to our knowledge, no previous reactor design that has been modeled in detail has shown that such high efficiencies can be realized (Keene et al., 2013; Lapp and Lipinski, 2014).

In the following, we discuss the reactor model and performance, assuming a solar receiver that uses a liquid metal heat transfer fluid (LMHTF) can facilitate the solar–thermal conversion at high efficiency \( \eta_{\text{solar-thermal}} \sim 0.8–0.9 \) and supplies the reactor with LMHTF at the peak reactor temperature \( T_H \). The ensuing analysis is not contingent on this assumption, as the following analysis is devoted specifically to \( \eta_{\text{thermal-chemical}} \). Thus, the assumption of high efficiency solar to thermal conversion simply serves as a basis by which the independent examination of \( \eta_{\text{thermal-chemical}} \) is justified, since it is expected to be the limiting efficiency for the entire system (see Eq. (7)). Nonetheless, it is useful to note that the idea of a 80–90% efficient solar receiver appears feasible based on modeling results presented elsewhere (DeAngelis and Henry, 2014), which rely on a graphite receiver held in an inert environment. Such a receiver can reach such high efficiencies, when the concentration entering the cavity is \( \geq 5000 \text{ kW/m}^2 \), whereby the flux on the receiver absorbing surfaces is on the order of 100 kW/m². For a material such as graphite, which has a thermal conductivity \( >20 \text{ W/mK at high temperature (1500 °C)} \) (Uher, 1991), a receiver made of tubes or walls with thicknesses on the order of 1 cm has a conductive thermal resistance of \( <5 \times 10^{-4} \text{ m}^2 \text{ K W}^{-1} \), and can therefore transfer the heat to the LM with a temperature drop across the wall on the order of a few tens of degrees K (\( <50 \text{ K} \)). This then minimizes the temperature difference between the sunlight absorbing cavity surfaces that reradiate back to the environment and the LM exit temperature. This then yields high efficiencies commensurate with the receiver efficiencies obtained in current concentrated solar power (CSP) plants. Since the issue of the receiver efficiency is to be examined elsewhere, the ensuing discussion is devoted to the working principles of the reactor and its novel heat recovery strategy. The modeling results provide new insights and guidance on new directions that can be pursued for even further improvements in reactor efficiency.

4. Efficiency considerations

As discussed in the preceding section, in this study we examine an approach based on a LMHTF. In this approach a receiver, which can be located separately from the reactor, heats a LMHTF such as Sn(l). After being heated in the receiver, the LMHTF is pumped to the reactor to supply the thermal energy to the thermochemical cycle for fuel generation. In the ensuing discussion we have focused specifically on hydrogen production, via water splitting, however, other fuels or fuel precursors are also possible, such as syngas (Bader et al., 2013; Chueh and Haile, 2010, 2009; Chueh et al., 2010; Diver et al., 2008; Ermanoski et al., 2013; Funk and Reinstrom, 1966; Funk, 2001; Furler et al., 2012; Keene et al., 2013; Kim et al., 2012, 2011; Lapp and Lipinski, 2014; Lapp et al., 2013, 2012; Lipinski et al., 2013; Loutzenhiser et al., 2010; Miller et al., 2012; Muhich et al., 2013; Nakamura, 1977; Siegel et al., 2013; Steinfeld, 2005; Steinfeld et al., 1999, 1995; Wei et al., 2013; Xu and Wiesner, 2012; Zinkevich et al., 2006). The high thermal conductivity of the LMHTF allows for extremely power dense heat transfer (i.e. 1–10 MW/m²) and is one of the principle reasons our models indicate that the receiver can operate with high efficiency \( \eta_{\text{solar-thermal}} \sim 80–90\% \) at 1350 °C (DeAngelis and Henry, 2014).

In our current design, a general form of the thermal efficiency \( \eta_{\text{thermal-chemical}} \) is given by:

\[
\eta_{\text{thermal-chemical}} = \frac{n_{\text{H}_2}\text{HHV}_{\text{H}_2}}{Q_{\text{Total}}} = \frac{n_{\text{H}_2}\text{HHV}_{\text{H}_2}}{Q_{\text{Reheat}} + Q_{\text{Loss}} + W_{\text{Pump}} + Q_{\text{Purge}} + Q_{\text{RXN}}} \tag{8}
\]

In Eq. (8), \( Q_{\text{Total}} \) is the total energy input per cycle; \( Q_{\text{Reheat}} \) accounts for the thermal energy required to heat the OSM and reactor from \( T_L \) to \( T_H \); \( Q_{\text{Loss}} \) accounts for the heat leakage from the entire reactor system; \( Q_{\text{RXN}} \) represents the endothermic energy required to liberate oxygen during the reduction step; \( W_{\text{Pump}} \) accounts for the mechanical work input required to lower the \( O_2 \) partial pressure if a vacuum pump is used; \( Q_{\text{Purge}} \) accounts for the energy required to preheat the purge gas to \( T_L \) to \( T_H \). Detailed formulations for these energy inputs are discussed in Section 6. To better understand how each term in the denominator of Eq. (8) limits the efficiency, we define dimensionless energy factors \( F_i \), where each energy requirement is normalized with respect to the total amount of fuel produced:

\[
F_i = Q_i / (n_{\text{H}_2}\text{HHV}_{\text{H}_2}) \tag{9}
\]

where \( i = \text{Reheat}, \text{Loss}, \text{Work}, \text{and Purge} \). In this way, the numerator of Eq. (8) becomes unity, and it allows us to more easily identify the efficiency bottlenecks:

\[
\eta_{\text{thermal-chemical}} = \frac{1}{F_{\text{Reheat}} + F_{\text{Loss}} + F_{\text{Work}} + F_{\text{Purge}} + F_{\text{RXN}}} \tag{10}
\]

Previous analyses have established that \( F_{\text{Reheat}} \) is one of the most important limiting factors in the efficiency (Bader et al., 2013; Chueh et al., 2010; Diver et al., 2008;
thermal cycling between \( T_L \) and \( T_H \). Therefore, by comparison, the sensible heating requirement \( F_{\text{shheat}} \) can greatly outweigh \( F_{\text{RXN}} \). There have been successful approaches to addressing this issue, such as the radiative recuperation strategy of the CR5 (Diver et al., 2008; Miller et al., 2012), and the CR5 simulations demonstrate recuperative efficiencies \( >50\% \) (Lapp and Lipinski, 2014; Lapp et al., 2013). Since our system attempts to solve the reradiation problem using a LMHTF based receiver, we focused our reactor design on solving the recuperation problem, since it can be the largest loss in the reactor.

The second major issue addressed by our design is the desire to control the gas environment separately for the two reaction steps. As will be discussed later, it is desirable to operate the reduction reaction at reduced total pressure and the oxidation reaction at higher pressures. This, however, is not an option in some reactor designs where there is no hermetic seal between the OSM undergoing the reduction step and OSM undergoing the oxidation step (Diver et al., 2008; Miller et al., 2012).

With these issues in mind, in our design we use an array of sealed reaction chambers that are interconnected with a piping network which allows the LMHTF to transfer heat between the chambers (see Fig. 2(a) and (d)). In our system all reaction chambers matriculate through the two reaction steps at different times and therefore have different temperatures at any given instant. In this reactor concept, the two reaction steps (Eqs. (1) and (2)), as well as the heat recuperation, occur cyclically and semi-continuously in separate reaction chambers. Each individual reaction chamber consists of an array of pipes (see Fig. 2(b)), contained inside a hermetically sealed outer housing. Each pipe serves as a containment material for the LMHTF flowing through its inner bore (see Fig. 2(b) and (c)). Each pipe also serves as a support for the OSM as the OSM is coated around its outer diameter. At present, we envision using graphite as the piping material that supports the OSM, particularly because it is machinable, chemically compatible with Sn (I) at any temperature of interest, has high thermal conductivity at high temperature and can withstand the repeated thermal cycling between \( T_L \) and \( T_H \) (Sato et al., 1975).

A thin fully dense diffusion barrier, such as a ZrO\(_2\) based layer, is also needed as a coating on the pipes to block chemical interactions between the OSM and the pipe, as well as chemical interactions between the gas environment and the pipe. Current development efforts suggest that a C-ZrC-ZrO\(_2\)-OSM layering approach may offer sufficient protection. Thus far, considering all of the materials requirements, a materials solution seems feasible, but additional engineering will likely be needed to increase lifetime and reliability. Such issues are beyond the scope of the current investigation, but attempting to solve those challenges must first be motivated by the potential to achieve much higher efficiency, as is assessed by our model and ensuing discussion.

5. Reactor design and operation

During the endothermic reduction step, high temperature LMHTF from the solar receiver is pumped through the parallel array of pipes inside one of the reaction chambers. The sensible heat of the LMHTF is first transferred via convection to the pipe’s inner wall, then it is conducted through the pipe wall to the OSM coated on the outside. The heat then conducts through the OSM to its surface where oxygen atoms are liberated, which results in a local cooling effect. While the high temperature LMHTF from the receiver flows through the inside of the pipes coated with the OSM, separate gas ports on the hermetically sealed outer housing control the gas environment experienced by the OSM on the outside of each pipe, as shown in Fig. 3.

During the reduction step, a vacuum pump is first used to lower the total pressure to approximately \( 10^{-2} \) atm by opening Valve 2 with the vacuum pump working at the exit of reaction chamber, which reduces the total pressure in the reactor to a desired level. Once the target pressure is reached, Valves 1 and 3 are opened, and Valve 2 is shut off to enable high velocity low pressure steam to enter the reaction chamber, which acts as a purge gas and further reduces the \( P_{O_2} \). It is important to appreciate that these gas valves need not operate at elevated temperatures and therefore one can make use of elastomer based sealing approaches applicable at room temperature. During the reduction step, the total pressure is kept to the value at the end of the pumping step, so that the steam is supplied at low pressure. The reduced pressure decreases the density of the gas, thereby reducing the total amount of heat needed to preheat the gas to \( T_H \). Using a low-pressure sweep gas has been experimentally evaluated by Miller et al. (2012). Here, the sweep gas energy penalty scales with the ratio of the purging gas flow rate to the \( O_2 \) flow rate, which is approximately \( P_{\text{sweep}}/P_{O_2} \) (Ermanoski et al., 2013). Therefore if low \( O_2 \) pressures are desired, low total pressures are needed to minimize this ratio.

The idea of using steam as a purge gas is unconventional, but is motivated by its easier separation from \( O_2 \) in the product stream by simply condensing out \( H_2O \) in the liquid phase. During the high temperature reduction reaction, one concern is that steam may simply reoxidize the OSM, counteracting the intended reduction reaction. Steam that enters the chamber partially dissociates to generate an effective oxygen partial pressure associated with the equilibrium between water and hydrogen in the gas phase. At the temperatures of interest, the resulting partial pressure of oxygen is \( \sim 10^{-5} \) atm. As will be shown later, this oxygen pressure is significantly lower than the lowest oxygen pressure achieved in our reaction chambers, due...
to constraints associated with the cycle time and limiting the losses from preheating the purge gas. Thus it is expected that steam can be used as a purge gas without causing any unwanted reoxidation during step 1.

During the gas recuperation from the product stream, the heat released upon condensation can be recycled to vaporize more steam forming a circulation loop as shown in Fig. 4, which shows the concept of using a heat exchanger, condenser, and evaporator in a circulation loop. Here, we envision using a heat exchanger to preheat the purge gas with high temperature outlet stream from reaction chambers. The condenser separates the product H₂ and O₂ from liquid water, which is supplied to the evaporator to regenerate purge gas. This avoids the need for mixed gas separations to recover a pure oxygen stream.

In the reactor system shown in Fig. 2(a), while one reaction chamber undergoes the reduction step, the chamber on the opposite side of the circle undergoes the water splitting oxidation step. In this reaction chamber, higher pressure (i.e. 1 atm) steam enters through the gas ports as the reactant for the water splitting reaction. A mixture of H₂O + H₂ exits the reactor and its sensible heat can be recuperated through a heat exchanger, which is similar to the system used for the high temperature purging steam discussed above for reduction. Again, by simply using pure water as the input, it can be separated from the H₂ fuel that is produced by condensing out the water and using the heat of condensation to vaporize more reactant. Thus, the primary reason for using steam is to enable separations with minimal energy requirements since the heat of condensation can be recuperated.

While two of the reaction chambers undergo the reduction and oxidation steps, the other chambers in the circle recuperate the heat through the pipes at intermediate temperatures between TL and TH. Each reaction chamber has a set of pipes that carry LMHTF to and from every other reactor in the circle. This piping network is used exclusively for heat recuperation and consists of N(N – 1) pipes, where N is the total number of reaction chambers in the circle. This expression accounts for the fact that circulation of LMHTF between reaction chambers requires both a send and receive channel.

Fig. 5 shows two stages (Stages 1 and 2) in the cyclic operation of the proposed reactor concept. Each stage consists of three steps—pumping, purging, and preheating—as described below. In the pumping step in Stage 1, Chamber 1 undergoes the reduction step at the initial temperature of TH/2, which is below the desired temperature TH, while Chamber 5 undergoes the oxidation step at TL. All other
chambers are at intermediate temperatures between $T_{H_1}$ and $T_{L_1}$. During the pumping step, Chamber 1 is heated to the desired temperature $T_{H}$ by the LMHTF from the solar receiver. Simultaneously the reduction reaction (Eq. (1)) occurs while the oxygen pressure is reduced by the vacuum pump. On the opposite side, Chamber 5 is cooled from $T_{L_2}$ to $T_{L}$, and then undergoes the oxidation step (Eq. (2)). Simultaneously, all remaining chambers transfer thermal energy through the LMHTF to recuperate heat between themselves. After the pressure in Chamber 1 is reduced to about $10^{-2}$ atm, purging is performed (purging step) to further reduce $P_{O_2}$ for reduction reaction, while the heat recuperation and oxidation reaction still continue. After purging is completed, the preheating step begins, where the supply of LMHTF from the solar receiver stops, and Chamber 1 at the highest temperature $T_{H}$ transfers the heat to Chamber 2. Simultaneously, Chamber 5 at the lowest temperature $T_{L}$ exchange heat with Chamber 6. The rest of chambers transfer thermal energy between themselves via the LMHTF to recuperate the heat as well. After completing the above three steps, the next stage, Stage 2 begins, where Chamber 2 undergoes reduction step and Chamber 6 performs the oxidation step. The remaining stages follow a similar sequence. With this heat recuperation scheme, the sensible heat stored in the contents of each reaction chamber can be recuperated without mechanically moving the OSM. Instead, the LMHTF is moved, which reduces the number of solid moving parts to those contained in the pumps and valves associated with the LMHTF circulation loops.

With this approach the theoretical maximum recuperation efficiency $e_{S,\text{MAX}}$ simply depends on the number of chambers $N$. If one assumes constant heat capacity for all materials and no heat loss, the maximum recuperation efficiency is $e_{S,\text{MAX}} = 1 - 1/N$ (see Supporting Information). From this equation, it can be seen that with this new recuperation scheme based on the usage of a LMHTF, one can achieve high recuperation efficiencies (>80% with eight reactors). The idea is easily generalized to any number of reactors, but a larger number of reactors translates to a larger capital cost, but higher recuperation efficiency.

We summarize the advantages of the proposed concept below. One of the principal benefits of our approach is that the surface area/power density associated with the reactor can be separately optimized from that of the receiver. If the energy flux of the OSM $\dot{q}_{\text{OSM}}$ is low, then the area for chemical reactions $A_{\text{reactor}}$ can be increased by simply increasing the number and/or density of pipes coated with
the OSM within each reaction chamber, thereby increasing the efficiency $\eta_{\text{thermal-chemical}}$ according to Eq. (5). This illustrates how separating the receiver and reactor can improve efficiency, which is the primary benefit of the proposed reactor concept. The second major benefit of our new reactor concept is that the usage of a HTF facilitates efficient heat recovery of the solid phase and minimizes the number of moving parts. The third major benefit of our reactor concept arises from the use of an array of reaction chambers, which allows one to separately control the gas environments during each reaction step.

6. Reactor model

The reactor model consists of transient coupled mass and energy balance equations for all phases in the reaction chamber (the bulk gas, OSM, OSM support, and the LMHTF) as well as the reaction kinetics. The model was implemented in gPROMS to identify limiting parameters to improve the efficiency (Process Systems Enterprise Ltd., 2004).

In the model, the thermochemical efficiency $\eta_{\text{thermal-chemical}}$ is given by,

$$\eta_{\text{thermal-chemical}} = \frac{n_{\text{H}_2}\text{HHV}_{\text{H}_2}}{Q_{\text{Total}}},$$

where $Q_{\text{Total}}$ is the total energy output of the reactor (which is either the thermal efficiency $\eta_{\text{thermal}}$ or the OSM within each reaction chamber, thereby increasing the efficiency $\eta_{\text{thermal-chemical}}$ according to Eq. (5)). This illustrates how separating the receiver and reactor can improve efficiency, which is the primary benefit of the proposed reactor concept. The second major benefit of our new reactor concept is that the usage of a HTF facilitates efficient heat recovery of the solid phase and minimizes the number of moving parts. The third major benefit of our reactor concept arises from the use of an array of reaction chambers, which allows one to separately control the gas environments during each reaction step.

$$
\rho_{\text{LM}}C_{p}^{\text{LM}} \frac{\partial T_{\text{LM}}}{\partial t} + \rho_{\text{LM}}C_{p}^{\text{LM}}u_{\text{LM}} \frac{\partial T_{\text{LM}}}{\partial z} - \lambda_{\text{LM}} \frac{\partial^2 T_{\text{LM}}}{\partial z^2} = A_{\text{LM}}h_{\text{LM}}(T_{\text{Sup}}(R_{\text{Sup}}, z, t) - T_{\text{LM}}(z, t))
$$

where $\lambda_{\text{LM}}$ is the surface area to volume ratio for the pipe. The energy balance within the OSM support layer is then given by the following equation,

$$
\rho_{\text{Sup}}C_{p}^{\text{Sup}} \frac{\partial T_{\text{Sup}}}{\partial t} - \lambda_{\text{Sup}} \left( \frac{\partial^2 T_{\text{Sup}}}{\partial R^2} + \frac{1}{R} \frac{\partial T_{\text{Sup}}}{\partial R} + \frac{\partial^2 T_{\text{Sup}}}{\partial z^2} \right) = 0
$$

Similarly, the energy balance within the OSM layer is given by,

$$
\rho_{\text{OSM}}C_{p}^{\text{OSM}} \frac{\partial T_{\text{OSM}}}{\partial t} - \lambda_{\text{OSM}} \left( \frac{\partial^2 T_{\text{OSM}}}{\partial R^2} + \frac{1}{R} \frac{\partial T_{\text{OSM}}}{\partial R} + \frac{\partial^2 T_{\text{OSM}}}{\partial z^2} \right) = r_{\text{L}}\Delta H_{\text{r}}
$$

where $r_{\text{L}}\Delta H_{\text{r}}$ is the source term due to the heat of reaction. The energy balance in the bulk gas layer is given by the following equation,

$$
\rho_{\text{gas}}C_{p}^{\text{gas}} \frac{\partial T_{\text{gas}}}{\partial t} + \rho_{\text{gas}}C_{p}^{\text{gas}} \frac{\partial (u_{\text{gas}}T_{\text{gas}})}{\partial z} - \lambda_{\text{gas}} \frac{\partial^2 T_{\text{gas}}}{\partial z^2} = A_{\text{OSM}}h_{\text{gas}}(T_{\text{OSM}}(R_{\text{OSM}}, z, t) - T_{\text{gas}}(z, t))
$$

where $A_{\text{OSM}}$ is surface area to volume ratio for the OSM layer.

In the reaction chamber, the O$_2$ or H$_2$ molecules produced in the OSM layer diffuse from the surface of an OSM particle to the top of the OSM layer. The rate of the diffusion is represented by the effective diffusion coefficient $D_{\text{eff}}$, while the rate of mass transfer for the molecules that travel across the boundary layer between the bulk gas layer and OSM is described by mass transfer coefficient.

![Fig. 6. Two-dimensional cross-sectional view of a single pipe.](image-url)
For the OSM layer, the mass balance equation considers the diffusion through the OSM layer and surface reaction rate, as follows,

$$
\frac{\partial c_{i,\text{OSM}}}{\partial t} - D_{\text{eff}} \left( \frac{\partial^2 c_{i,\text{OSM}}}{\partial R^2} + \frac{1}{R} \frac{\partial c_{i,\text{OSM}}}{\partial R} + \frac{\partial^2 c_{i,\text{OSM}}}{\partial z^2} \right) = -r_i
$$

where $\epsilon$ is the porosity of OSM. For the bulk gas layer, the mass balance equation can be written as follows,

$$
\frac{\partial c_{\text{gas}}}{\partial t} + u_{\text{gas}} \frac{\partial c_{\text{gas}}}{\partial z} + c_{\text{gas}} \frac{\partial u_{\text{gas}}}{\partial z} + k_{\text{gas}}A_{\text{OSM}} \epsilon(c_{i,\text{gas}}(z, t) - c_{i,\text{OSM}}(R_{\text{OSM}}, z, t)) = 0
$$

The gas velocity $u_{\text{gas}}$ is obtained from the overall mass balance equation for all species,

$$
\frac{\partial c_{\text{total}}}{\partial t} + u_{\text{gas}} \frac{\partial c_{\text{total}}}{\partial z} + c_{\text{total}} \frac{\partial u_{\text{gas}}}{\partial z} + k_{\text{gas}}A_{\text{OSM}} \epsilon(c_{i,\text{gas}}(z, t) - c_{i,\text{OSM}}(R_{\text{OSM}}, z, t)) = 0
$$

Using Kroger Vink notation, the reaction rate for oxygen production is then be given by Keene et al. (2013),

$$
r_{O_2}(R, z, t) = \frac{k_{O_2}^+}{2} \left( 1 - 2\delta \right)^2 (1 - 0.5\delta) \left( \frac{p_{O_2}(R, z, t)}{p_{\text{ref}}} \right)^{\frac{1}{2}} \delta^3
$$

Here, the reaction rate constant $k_{O_2}^+$ is given by

$$
k_{O_2}^+ = k_{O_2} A_R \frac{6(1-\epsilon)}{d_{\text{eff}}^3},
$$

where $A_R$ is the specific surface area, and $d_{\text{eff}}$ is the particle diameter of the OSM material and the equilibrium constant $K_{\text{KV}}$ is given as,

$$
K_{\text{KV}} = \exp \left( -\frac{\Delta h_{\text{KV}} - T\Delta S_{\text{KV}}}{R T} \right)
$$

where $\Delta h_{\text{KV}}$ and $\Delta S_{\text{KV}}$ are enthalpy and entropy of the reduction reaction, which can be obtained from the experimental data provided by Panlener et al. (1975). The nonstoichiometry $\delta$ can then be computed from the following (Keene et al., 2013),

$$
\frac{\partial}{\partial t} \left\{ \frac{\rho_{\text{MO}_2}}{M_{\text{MO}_2}} (1-\epsilon) \delta(R, z, t) \right\} = k_{O_2}^+ \left( 1 - 2\delta \right)^2 (1 - 0.5\delta) \left( \frac{p_{O_2}}{p_{\text{ref}}} \right)^{\frac{1}{2}} \delta(R, z, t) \delta^3
$$

Here, the reaction rate constant $k_{O_2}$ is obtained by fitting Eq. (14) to experimental data (Chueh and Haile, 2010), since the precise kinetics are not known. This approach is equivalent to simply assuming the OSM chemistry and microstructure are the same as that which was measured by Chueh and Haile (2010). Testing the sensitivity of the overall system performance revealed that this choice is not critical because the reoxidation step is not necessarily rate limiting for such structures. As a result, the usage of a more accurate kinetic model is not expected to alter the conclusions of the study herein, and the kinetics used in this model are physically realizable.

For the oxidation reaction, the hydrogen production rate is given by:

$$
r_{H_2}(R, z, t) = \frac{k_{H_2}^+}{2} \delta^\omega \left( \frac{p_{H_2O}}{p_{\text{ref}}} \right)^{0.54}
$$

where $k_{H_2}^+$ is given by $k_{H_2}^+ = k_{H_2} A_R = k_{H_2} \frac{6(1-\epsilon)}{d_{\text{eff}}^3}$. The change in nonstoichiometry is then given by

$$
\frac{\partial}{\partial t} \left\{ \frac{\rho_{\text{MO}_2}}{M_{\text{MO}_2}} (1-\epsilon) \delta(R, z, t) \right\} = k_{H_2}^+ \delta^\omega \left( \frac{p_{H_2O}}{p_{\text{ref}}} \right)^{0.54}
$$

where the two parameters, the reaction rate constant $k_{H_2}$ and reaction order $m$, are obtained by fitting Eq. (17) to experimental data (Chueh and Haile, 2009).

In our model, we assume that there are many parallel pipes ($N_{\text{pipes}}$), such that the output of an entire reaction chamber (shown in Fig. 2(b)) is well approximated by simply modeling the behavior a single pipe and multiplying by $N_{\text{pipes}}$. Under this approximation, simulating one model allows us to estimate the performance of the entire chamber, where all extensive variables such as flow rates and energy expenditures in the chamber are equally divided amongst the array. The same assumption has been made for adsorption processes (Rezaei et al., 2014), which can be justified by appropriately designing the distributor at the gas inlet and collector at the gas outlet (Luo and Tondeur, 2005).

We finally note that any reaction at an intermediate temperature between $T_{\text{HI}}$ and $T_{\text{L}}$ is ignored in this model, thus making our estimate of $\eta_{\text{thermal-chemical}}$ conservative. If the reaction is allowed to continue at the intermediate temperatures in between, it will simply result in a larger fuel output and efficiency, since no additional energy input is required. Nonetheless, further improvement of the estimates provided herein would require the reaction rates to be characterized over a wide range of temperatures, which is presently beyond the scope of this study.

### 7. Heat recuperation and efficiency estimation

For recuperation of the sensible heat in the OSM and reaction chambers, pairs of chambers exchange the LM, and the same operation is repeated in a cyclical manner (see Fig. 5). In this study, we assume $T_{\text{HI}} = 1500$ °C and $T_{\text{L}} = 800$ °C based on the experimental data obtained by Chueh and Haile (2010, 2009). To determine the time necessary for the heat recuperation, the start-up of the entire recuperation scheme is simulated using an energy balance, and the transient dynamics are simulated. For this simulation, the initial temperature of all chambers is set to 1450 K, to see how fast the cyclic steady state can be reached. Fig. 7 shows the average temperature of each of the eight reaction chambers as a function of time. In
Fig. 7, the switching time between stages is 12 min, which includes 8 min of reaction time and 4 min of preheating time. It can be seen that within 12 min all chambers reach thermal equilibrium, and thus 12 min is sufficient to complete each heat recuperation step. As a result 12 min intervals for each stage of the cycle results in each reactor reaching an intermediate quasi-equilibrium state, such that additional time is not likely to drastically change the results.

With this simulation, we can also determine the efficiency of the sensible heat recuperation. Blue and green solid lines with circle markers in Fig. 7 represent the initial values for each stage of the cycle results in each reactor completing each heat recuperation step. As a result 12 min inter-

The efficiency of the sensible heat recuperation is then defined as,

\[ e_s = \frac{Q_{T_{L\rightarrow T_{H\rightarrow}}}}{Q_{T_{L\rightarrow T_{H\rightarrow}}}} + Q_{T_{H\rightarrow T_{L\rightarrow}}} + Q_{V_{oss}} + Q_{V_{loss}} \]

where \( Q_{T_{L\rightarrow T_{H\rightarrow}}} \) is the sensible heat recuperated, \( Q_{T_{H\rightarrow T_{L\rightarrow}}} \) is the sensible heat supplied from the solar receiver for the reduction step, and \( Q_{V_{oss}} \) and \( Q_{V_{loss}} \) are the additional heat loads that must be supplied to the reactors and pipes, respectively, to keep the entire system at elevated temperature. The sum of these two values, \( Q_{V_{oss}} + Q_{V_{loss}} \) can be estimated via a simple thermal resistance circuit,

\[ Q_{V_{oss}} + Q_{V_{loss}} = (A_{chamber} + A_{pipe})(T_{\text{Reactor}} - T_{\infty})\Delta t / \left( \frac{h_{\text{insulation}}}{d_{\text{insulation}}} + \frac{1}{h_{\text{insulation}}} \right) \]

where \( A \) and \( T_{\text{Reactor}} \) are corresponding surface area and temperature responsible for heat losses, \( h_{\text{insulation}} \) is the thickness of insulation layer that covers the entire reaction chamber and all pipes, \( h_{\text{insulation}} \) and \( h_{\text{insulation}} \) are the thermal conductivity and convective heat transfer coefficient for insulation layer, respectively. Since the temperatures of

the chambers are evenly distributed between \( T_L \) and \( T_H \), we take the reactor temperature as the average temperature \( T_{\text{Reactor}} = (T_L + T_H)/2 \). The surface area of pipes can be estimated from diagram of Fig. 8 and the recuperation efficiency is calculated to be 0.81, which is 93% of the maximum value \( e_{S,\text{MAX}} = 1 - 1/N = 0.875 \) (see Supplementary Information). The main difference between the two efficiencies is the inclusion of heat losses in \( e_s \).

We simulated the reduction and reoxidation reactions using the mathematical model introduced in Section 6 and the model/design parameters are summarized in Table 2. The two reactions occur simultaneously in reaction chambers on opposing sides of the circle shown in Fig. 5. It should be noted that the results here are associated with a reactor designed to produce a time average of 1 kW fuel output (25 g/h of H\(_2\)) and the reactor performance parameters are shown in Table 3. The variables \( n_{O_2} \) and \( n_{H_2} \) represent the products generated in one 12 min stage, and the average nonstoichiometry \( \bar{\delta}_{\text{OSM}} \) is,

\[ \bar{\delta}_{\text{OSM}} = \frac{\int_0^L \int_{R_{\text{chamber}}}^{R_{\text{OSM}}} \delta R_{\text{chamber}} \, dr \, dr \, dz}{\pi (R_{\text{chamber}}^2 - R_{\text{OSM}}^2) L_{\text{chamber}}} \]

The efficiency of converting thermal energy in the LMHTF to the chemical energy stored in hydrogen can be computed from Eq. (8). Fig. 9(a) shows each energy expenditure for the cycle, all of which affect the efficiency. Fig. 9(a) shows that the heat contributed to the endothermic heat of reaction \( F_{\text{RXN}} \) is about 32% of the total heat requirement, which is the second largest. The fact that \( F_{\text{RXN}} \) is a large fraction of the energy expended indicates that our reactor design is efficient. It should also be noted that the energy required to preheat the steam is only 3.0% for both the reduction and oxidation reaction. This is because the density of the purging steam is low, due to the low pressure, and 70% of the supplied heat is
recuperated with the heat exchanger system, which is slightly more conservative than the recuperator efficiencies assumed by Lapp et al. (2012) and Ermanoski et al. (2013). Since the vacuum pump was only used for 30 s while its efficiency is above 1% (e.g., at higher pressures of 1.0–0.01 atm), the energy consumption for the pump is also small. The pumping power needed to flow the LMHTF is on the order of 0.01 kW, which is an order of magnitude smaller than power required to reheat the purge gas and is therefore negligible.

We note that although nearly 80% of the sensible heat \( (F_R) \) is recuperated in the proposed system, the unrecovered heat which is 20% of the total sensible heat still consumes approximately 37% of the total heat input \( (F_{\text{Reheat}} \) in Fig. 9(a)). One way to alleviate this issue is to increase the thermal mass ratio of the OSM to the pipes and chamber walls, such that a larger fraction of the recuperated heat is used to heat the OSM and not the supporting materials.

Another significant energy loss is heat leakage to the environment. This loss is contained in \( F_{\text{Loss}} \), and can be decreased by increasing the volume-to-surface area ratio for the reactor system as shown in Fig. 9(b). Here, the ratio of the volume to surface area \( \phi \) for a rectangular enclosure for the entire reactor is,

\[
\phi = \frac{V_{\text{chamber}}}{A_{\text{insulation}}} = \frac{W_{\text{chamber}}L_{\text{chamber}}H_{\text{chamber}}}{2(W_{\text{chamber}}L_{\text{chamber}} + L_{\text{chamber}}H_{\text{chamber}} + W_{\text{chamber}}H_{\text{chamber}})}
\]

where \( W, H \) and \( L \) represent the width, height and length, respectively. Thus, the volume to surface area ratio \( \phi \) is determined by the aspect ratio of the reaction chamber as well as its overall size for a rectangular geometry. For this geometry, one can determine, by inspection that the maximum value of \( \phi \), for a fixed volume, occurs for a cubic reaction chamber \( (L_{\text{chamber}} = W_{\text{chamber}} = H_{\text{chamber}}) \), where \( \phi = L_{\text{chamber}}/6 \). Since \( F_{\text{Loss}} \) is proportional to the surface area of the reactor, while all other heat inputs are proportional to the volume of the reactor, increasing \( \phi \) leads to a decrease in \( F_{\text{Loss}} \) and at sufficiently large scales this loss can be almost completely suppressed with an insulation material that covers the entire chamber of a fixed thickness \( b_{\text{insulation}} \).

Although the model of our new reactor concept predicts high efficiencies, we note there are still a number of remaining technical challenges and uncertainties, most of which are the subject of ongoing work towards testing a
functional prototype. The discussion herein only focuses on the efficiency of the reactor and not the solar receiver, which is examined elsewhere (DeAngelis and Henry, 2014). Furthermore, there are many technical challenges that remain before the proposed reactor can be demonstrated. For example, as previously mentioned, interactions between the gas environment and piping material, as well as the OSM itself and the pipe material must be prevented since it is envisioned to use graphite for the LM piping network and overall structure. This necessitates development of a fully dense diffusion barrier that must be adhere to the graphite or possibly other substrate material, through repeated thermal cycles. In addition, all materials that contact the LMHTF must be stable at the high temperatures required and will experience repeated and fast thermal cycling. Lastly, the design modeled herein would require high temperature LM pumps and valves. Such components would likely need to be made entirely from refractories such as graphite or ceramics, with graphite packing materials used for sealing. Such components are feasible and are currently being tested as part of an ongoing effort. Nonetheless, the high efficiencies predicted by the model suggest that the new reactor concept presented herein is worthwhile to pursue, as the materials and engineering challenges are not insurmountable.

8. Conclusions

The power density mismatch in current thermochemical reactor designs, stimulated the development of an innovative reactor system for two step water splitting via partial redox cycle, which has been evaluated herein. LMHTF is adopted as the heat transfer medium and it serves as the heat source for the reactor. One important improvement compared to previous systems in the literature is the recuperation of sensible heat by circulating the LMHTF between the chambers. The piping network between reactors was also simulated and the results show that this strategy can recuperate 80% of the heat stored in the reactors and OSM, or more if additional reaction chambers are used. The efficiency in converting the LMHTF sensible heat to the hydrogen fuel is estimated to be 19.8%. This new design has significant room for improvement as well as a variety of technical challenges, which must be addressed in future work.
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